Geodetic imaging of coseismic slip and postseismic afterslip: Sparsity promoting methods applied to the great Tohoku earthquake
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1. Introduction

The March 11, 2011 great Tohoku earthquake off the east coast of Japan has been the focus of numerous studies to determine the spatial extent of coseismic slip in order to assess the degree to which the earthquake ruptured portions of the subduction zone inferred to be strongly coupled prior to the earthquake, the extent of near trench slip, and the relationship with afterslip following the earthquake. Answering each of these questions requires the solution of an inverse problem where geodetic [Suito et al., 2011; Kido et al., 2011], teleseismic [e.g., Fujii et al., 2011], strong motion [e.g., Yokota et al., 2011], tsunami run-up [Mori et al., 2011], and tsunami waveform and strain gauge [Fujii et al., 2011] observations are used to infer the spatial distribution of fault slip, typically assuming a linear mapping.

[3] Currently there is significant diversity in estimates of coseismic slip. Coseismic slip at or very near the trench has been estimated from GPS offsets [Loveless and Meade, 2011; Pollitz et al., 2011], high frequency GPS [Yue and Lay, 2011], teleseismic observations [Fujii et al., 2011; Ide et al., 2011], GPS and teleseismic observations [Simons et al., 2011], tsunami observations [Maeda et al., 2011], and joint inversion of GPS, teleseismic, strong motion, and tsunami observations [Yokota et al., 2011]. However, other estimates of the coseismic slip have been interpreted as suggesting little slip along the trench itself based on static GPS offsets [Ozawa et al., 2011; Miyazaki et al., 2011], GPS and tsunami observations [Simons et al., 2011], and joint inversions of GPS, teleseismic, and strong motion observations [Lee et al., 2011; Koketsu et al., 2011]. Estimates of maximum slip range from 18 m [Loveless and Meade, 2011] to 60 m [Simons et al., 2011; Yue and Lay, 2011].

[4] Variation in coseismic slip estimates also affects our ability to quantify the spatial relationship between coseismic slip and short-term postseismic deformation on the subduction zone interface. A broad region of afterslip following the Tohoku earthquake estimated from 15 days of postseismic GPS observations is centered down-dip of, but largely overlaps with, the coseismic slip estimate [Ozawa et al., 2011]. Afterslip down-dip of coseismic slip has been observed following multiple large earthquakes [Chlieh et al., 2004; Miyazaki and Larson, 2008; Chlieh et al., 2007; Paul et al., 2007; Vigny et al., 2011; Hsu et al., 2002], and is often attributed to a transition between velocity weakening behavior and velocity strengthening behavior on the fault [e.g., Tse and Rice, 1986; Marone et al., 1991; Scholz, 1998]. However, rigorous comparison of slip during and after the Tohoku main shock has been limited by our ability to sharply resolve and compare spatial patterns of coseismic slip and afterslip.

[5] Here we estimate both co- and post-seismic slip distributions using a sparsity promoting solution method to recover sharp boundaries to slip, providing an alternative to smoothed slip estimates. We demonstrate through synthetic resolution tests that sparsity promoting regularization can recover sharp boundaries to slip, and solve for slip during the Tohoku earthquake on an idealized planar array of rectangular dislocation elements [Okada, 1985]. We compare
sparsity promoting and smoothed estimates of coseismic slip to afterslip in the 15 days following the earthquake, and image a localized band of afterslip directly down-dip of coseismic rupture.

2. Sparsity Promoting Estimation Through $\ell_1$ Regularization

[6] The problem of estimating fault slip from geodetic observations is well studied and regularly applied to constrain the rupture extent of large earthquakes. Typically the displacements, $\mathbf{d}$, due to slip on fault patches, $\mathbf{m}$, are calculated using analytic Green’s functions, $\mathbf{G}$, for slip on a rectangular dislocation in a homogeneous elastic half space [Okada, 1985], forming the linear system $\mathbf{Gm} = \mathbf{d}$. It is often the case that the problem is under-determined (more fault patches than data) and $\mathbf{G}$ may be poorly conditioned in the sense that some elements lie near the null space and therefore solutions tend to be extremely sensitive to noise in the data. To minimize this sensitivity, a regularization constraint is applied to the state vector, $\mathbf{m}$ (alternatively, minimizing a cost function containing a term that compares the values of adjacent fault elements [e.g., Chlieh et al., 2007] achieves the same goal), and fault slip estimates are obtained by minimizing the sum of squares of the residual displacements, $\mathbf{Gm} - \mathbf{d}$, along with the constrained state vector, $\mathbf{m}$ [e.g., Harris and Segall, 1987; Maerten et al., 2005]. This may also be done as a damped least squares problem where parameter $\alpha$ is included in the minimization to damp oscillations and drive the state vector toward a common value with increasing $\alpha$: $\min \| \mathbf{Gm} - \mathbf{d} \|_2 + \alpha \| \mathbf{m} \|_2$.

[7] Absolute value ($\ell_1$) regularization approaches designed to recover sparse state vectors have been applied in reflection seismology problems in the last four decades [e.g., Claerbout and Muir, 1973; Santosa and Symes, 1986], and have been recently applied to teleseismic P wave filtering [Yao et al., 2011]. While this approach introduces a non-linear state vector regularization, optimal solutions can be found using standard quadratic programming approaches [Boyd and Vandenberghe, 2004]. Interest in $\ell_1$ regularization has increased markedly over the last decade with the development of a theoretical understanding of how it very likely recovers the $\ell_0$ pseudo-norm, which gives the number of non-zero elements in the state vector [Donoho, 2006; Candes et al., 2006]. A state vector is considered sparse if the total number of non-zero elements is much less than the total number of elements in the state vector, and efficient algorithms now exist to solve problems of the form: $\min \| \mathbf{Gm} - \mathbf{d} \|_2 + \lambda \| \mathbf{m} \|_1$, in which $\lambda$ controls the sparsity of the state vector. The constrained form of this regularized optimization problem is referred to as the least absolute shrinkage and selection operator (lasso) [Tibshirani, 1996],

$$\min \| \mathbf{Gm} - \mathbf{d} \|_2 \text{ subject to } \| \mathbf{m} \|_1 \leq \tau$$

in which the value of $\tau$ controls the tradeoff between sparseness of the solution slip distribution and model fit to the data, and which can be solved efficiently using a spectral projected gradient root finding algorithm [van den Berg and Friedlander, 2008], which we use here. Applied to earthquake slip distributions, $\ell_1$ regularization produces a compact representation of slip, and may be considered an alternative end-member to smoothed $\ell_2$ regularized solutions.

3. GPS Data, Model Geometry, and Resolution Tests

[8] We consider 298 onshore coseismic (data from the Geospatial Information Authority of Japan processed by U.S. Jet Propulsion Laboratory: ftp://sideshow.jpl.nasa.gov/pub/users/ARIA) and 15 days of postseismic [Ozawa et al., 2011] GPS observations, including only GPS observation locations that appear in both catalogs to avoid bias due to station location. Due to potential complexities in vertical deformation associated with subduction erosion on the Japan subduction zone [Heki, 2004], we consider only the horizontal components of the observations. Seven seafloor observations [Sato et al., 2011; Kido et al., 2011] record the coseismic rupture, however they also contain at least two weeks of the postseismic period as well, and are therefore not included in this comparison. We use simplified representation of the Japan subduction zone parameterized as a planar array of 1000 rectangular dislocation elements [Okada, 1985] with dimensions of 700 km along strike and 280 km down-dip. Each rectangular element has dimensions of 196 km$^2$. The simplified single planar fault dips 15° with a strike of 199° (Figure 1).

[9] To test the ability of sparsity promoting regularization to recover a known slip distribution, we perform a set of resolution tests. Because $\ell_1$ regularization methods are designed to recover sparse solutions, the slip distribution used to generate synthetic velocities must also be sparse. Instead of performing a checkerboard resolution test, which requires 50% of the model fault to slip, we impose 30 m of slip on three different subsets of rectangular dislocations. For the resolution tests, the convergence criterion in the spgl1 algorithm [van den Berg and Friedlander, 2008] is set to an optimality tolerance of $10^{-4}$. A smoothed solution may produce slip estimates that are small, but will rarely be exactly equal to zero. In contrast, sparsity promoting regularization results in a state vector in which most elements are exactly zero. For consistent interpretation of both distributions, we consider recovery of slip less than 50 cm as identifying a non-slipping dislocation. This precludes the interpretation of low magnitude smoothing artifacts that may extend estimated rupture areas significantly.

[10] We impose 30 m of slip on a 9800 km$^2$ rectangular subset of 50 of the rectangular dislocations (Figure 2a). A forward model of this slip distribution generates synthetic observation displacements. We then invert the synthetic observation displacements to recover the known slip distribution using sparsity promoting regularization as well as damped least squares. In these tests, no synthetic noise is added. $\ell_1$ regularized recovery of the slip distribution produces a maximum slip of 36.5 m ($\tau = 1500$), identifies all of the known slipping dislocations, and falsely identifies 15 (2%) of the non-slipping rectangular dislocations (Figure 2b). The damped least squares recovery of the slip distribution produces a maximum slip of 37.7 m ($\alpha = 10^{-8}$), identifies all of the slipping rectangles, but falsely identifies 95 (10%) slipping rectangular dislocations (Figure 2c).

[11] To test recovery of slip as a function of depth, we impose 30 m of slip on a 56 km wide fault patch extending...
from the base of the model fault to the trench made up of 280 rectangular dislocations (Figure 2d). With no synthetic noise, the $\ell_1$ regularized recovery of the slip distribution produces a maximum slip of 43.7 m ($\tau = 2300$), identifies all of the known slipping dislocations, and falsely identifies 14 (6%) of the non-slipping rectangular dislocations (Figure 2e). The damped least squares recovery of the slip distribution produces a maximum slip of 38.4 m ($\alpha = 10^{-8}$), identifies all of the slipping rectangles, but falsely identifies 270 (38%) slipping rectangular dislocations (Figure 2f). An additional resolution test is described in Text S2 in the auxiliary material.1

1In all of the resolution tests, sparsity promoting regularization falsely identifies fewer slipping rectangular dislocations than damped least squares, and is therefore less likely to artificially smear fault slip rates beyond their physical extent. Both regularization methods lose recovery ability with distance from the coast (Figure S5 and Text S2). The most poorly resolved 33% of rectangular dislocations occur shallower than about 20 km depth (Figure S5 and Text S2 and Figures 2 and 3), suggesting slip on the shallowest portion of the subduction zone interface cannot be resolved using onshore GPS data [e.g., Loveless and Meade, 2010].

4. Coseismic and Postseismic Slip Distributions

[13] Sparsity promoting estimation of coseismic slip ($\tau = 1900$) identifies a linear trend of 10–60 m slip in a relatively narrow depth range between 20 and 40 km depth and extending 500 km along strike (Figure 3a). To select a $\tau$ value, we choose the distribution with the best fit to the data, defined by the smallest mean residual displacement, that still satisfies conditions for a sparse recoverable problem (Text S1) [Donoho and Tanner, 2009]. Text S1 contains additional details of determining the value of $\tau$. Due to the presence of observational noise in real geodetic observations, the convergence criterion for the minimization algorithm is relaxed to an optimality tolerance of $8 \times 10^{-3}$. This slip distribution results in a mean residual displacement of 0.03 m at the 298 GPS stations (Text S3). We estimate a moment for this distribution of $2.1 \times 10^{22}$ Nm (assuming shear modulus $\mu = 58$ GPa, calculated from Nishida et al. [2008]), and a moment magnitude of $M_W = 8.8$, which represents a minimum magnitude estimate because slip may occur up-dip of the shallowest slip estimated here, but cannot be recovered with the onshore data.

[14] For comparison, we estimate coseismic slip using underdetermined damped least squares. With a smoothing parameter $\alpha = 10^{-8}$, the area of maximum estimated slip extends about 200 km along strike and is concentrated in the depth range between 30 and 40 km, with a maximum estimated slip of 21 m (Figure 3b). This slip distribution results in a mean residual displacement of 0.02 m (Text S3). We estimate a moment of $2.5 \times 10^{22}$ Nm and moment magnitude of $M_W = 8.9$ for the smooth distribution. For consistent interpretation of both regularization methods, as with the resolution tests, we consider recovery of slip greater than 50 cm as identifying a slipping dislocation in both sparsity promoting and damped-least-squares estimates of coseismic slip.

[15] Surface displacements in the postseismic period of the earthquake cycle may be attributed to a combination of afterslip, viscoelastic relaxation, and poroelastic rebound. For simplicity and for direct comparison with coseismic slip, we attribute all postseismic deformation to afterslip, as did Ozawa et al. [2011]. Estimated afterslip is therefore a maximum. We estimate $\ell_1$ regularized postseismic afterslip with the same process as with coseismic slip, with $\tau = 230$ (Text S1). The sharply varying estimate of afterslip identifies a linear trend of 1–4 m slip down-dip of the coseismic estimate at 40 km depth. Estimated afterslip does not propagate as far as coseismic slip, extending 200 km along strike (Figure 3c). Total estimated afterslip is equivalent to a moment of $2.6 \times 10^{21}$ Nm, and $M_W = 8.2$. This slip distribution results in a mean residual displacement of 0.01 m (Text S3).

[16] As with coseismic slip, we also estimate afterslip using underdetermined damped least squares. With a
smoothing parameter $\alpha = 10^{-4}$, the area of maximum estimated slip extends about 200 km along strike and is concentrated in the depth range between 30 and 40 km (Figure 3d). We estimate an equivalent moment of $2.3 \times 10^{21}$, and $M_W = 8.3$. This slip distribution results in a mean residual displacement of 0.01 m (Text S3). For afterslip distributions, we consider recovery of slip greater than 20 cm as identifying a slipping dislocation in both sparsity promoting and damped-least-squares estimates of afterslip.

5. Discussion

[17] We estimate postseismic afterslip following the Tohoku earthquake almost completely down-dip of and distinct from the region of coseismic slip. To directly compare the sharply varying estimates of coseismic and postseismic slip, we identify the largest contiguous slipping patches in both distributions (Figure 3e). The two regimes are largely distinct from one another, overlapping at 13 rectangular dislocations (1% of the total modeled fault surface area). Overlap between the lower extent of contiguous coseismic slip and the upper bound of postseismic afterslip occurs between 40 and 50 km depth. This afterslip distribution is in contrast to the distribution estimated by Ozawa et al. [2011], where afterslip spans a broad region of the fault and almost completely overlaps with the region of estimated coseismic rupture. Our smoothed distributions of

Figure 2. Resolution test demonstrating recovery of a known slip distribution with sparsity promoting and smooth regularization techniques. The 33% least resolved rectangular dislocations shown in gray. (a) Input slip distribution consisting of 30 m of slip on a 9800 km$^2$ rectangular subset of 50 rectangular dislocations; (b) sparsity promoting recovery of input distribution shown in Figure 2a; (c) damped least squares recovery of input slip distribution show in Figure 2a; (d) input slip distribution with 30 m of slip on a 56 km wide fault patch extending from the base of the model fault to the trench made up of 280 rectangular dislocations; (e) sparsity promoting recovery of input distribution shown in Figure 2d; (f) damped least squares recovery of input slip distribution shown in Figure 2d.
co- and post-seismic slip estimated with damped least squares are consistent with the spatial extent of slip estimated by Ozawa et al. [2011], in which smoothness is imposed by damping roughness within a Bayesian framework [Yabuki and Matsu’ura, 1992]. These smooth distributions limit the identification of a potentially sharp mechanical boundary between the two regimes. Although neither coseismic nor postseismic slip distribution extends more shallowly than 25 km depth, we do not suggest the absence of updip slip, only that onshore geodetic data alone are insufficient to uniquely resolve near trench behavior (Text S2) [Loveless and Meade, 2010].

The spatial distinction between regions of coseismic and postseismic slip may be attributed to a transition from velocity weakening frictional properties, where earthquakes nucleate, to velocity strengthening frictional properties that allow for stable sliding [e.g., Tse and Rice, 1986; Marone et al., 1991; Scholz, 1998]. Rock friction experiments on gabbro [He et al., 2007], and granite gouge [Blanpied et al., 1995] suggest a temperature controlled transition from velocity weakening to velocity strengthening behavior at 250–300°C. Using a temperature profile model of the subduction zone off the coast of Tohoku [Peacock and Wang, 1999] the lower transition from velocity weakening to velocity strengthening should occur at 65 km depth, over 20 km deeper than the imaged transition between co- and post-seismic slip. To demonstrate a potential application of sharply resolved slip distributions, we use the imaged transition zone depth to modify the temperature profile on the subduction zone. The modified temperature profile is within the 50–100°C uncertainty in the Peacock and Wang [1999] above 50 km, and the modified a-b profile predicts velocity weakening in the depth range of 18–43 km (Figure 4).

6. Conclusion

[19] Sparsity promoting estimation techniques can recover compact and sharply varying slip distributions that fit geodetic observations as well as smoothed distributions, and allow quantitative assessment of the spatial relationship between coseismic slip and the rest of the earthquake cycle. Sparsity promoting estimates of slip in the great Tohoku earthquake identify a linear trend of slip between 20 and 40 km depth with a maximum coseismic slip of 64 m, and a narrow transition zone between coseismic slip and postseismic afterslip at depths of 40–50 km. Interpreted as a

Figure 3. Comparison of sparsity promoting and smooth regularization methods for coseismic slip and postseismic afterslip. The 33% least resolved rectangular dislocations shown in gray. Epicenter location shown by yellow star. (a) Sparsity promoting estimate of coseismic slip; (b) damped least squares estimate of coseismic slip; (c) sparsity promoting estimate of postseismic afterslip; (d) damped least squares estimate of postseismic afterslip; (e) combined coseismic and postseismic slip: largest contiguous coseismic slipping region shown in red, and largest contiguous postseismic region shown in blue. The distributions overlap in 13 rectangular dislocations between 40 and 50 km depth.
transition in idealized temperature-dependent frictional behavior from velocity weakening to velocity strengthening, this depth range is consistent with the warmest limit of estimated temperature profiles of the Japan trench subduction zone. In this sense, the ability to image sharp boundaries to co- and post-seismic slip provides new images of earthquake cycle processes that may be used constrain the thermal structure of subduction zones and the depth profile of frictional behavior.
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Figure 4. (a) Temperature profile ±50 and 100 °C from Peacock and Wang [1999], and temperature profile based on modified a–b profile (thick black line); (b) a–b from He et al. [2007], calculated from temperature profile of Peacock and Wang [1999] (grey line) and adjusted based on transition between coseismic slip and postseismic afterslip (black line) negative a–b values are velocity weakening (pink), and positive a–b values are velocity strengthening (blue); (c) cross section of model fault surface showing slip rates and hypocenter (yellow star). Dashed gray lines represent predicted region of velocity weakening. The updip portion of the fault is shown in gray where resolution is limited.


