TensorFlow: Biology’s Gateway to Deep Learning?
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TensorFlow is Google’s recently released open-source software for deep learning. What are its applications for computational biology?

Machine learning, particularly the flavor known as deep learning, powers Google’s ability to decipher spoken search queries and to recognize your face in a photo. New algorithms, massively parallel computational hardware, and landmark successes, such as surpassing human-level accuracy in object recognition from images, have made deep learning one of the hottest topics in computer science in recent years (reviewed in LeCun et al., 2015), with researchers at Google at the forefront of methods development. By releasing their in-house-developed deep learning framework TensorFlow as open-source software (Abadi et al., 2015), Google has provided a stable platform for deep learning research and applications. The possibilities for TensorFlow in biological research are tantalizing, at the very least offering computational biologists a more standardized system that is likely to improve ease of use and reproducibility of deep learning methods.

A deep learning model, typically a multi-layer neural network, is composed of several computational layers that process data in a hierarchical fashion. Each layer takes an input and produces an output, often computed as a non-linear function of a weighted linear combination of the input values. The output of one layer becomes an input to the next processing layer, creating a deep architecture (Figure 1). In each successive layer, the data are being represented in an increasingly more abstract way. Particularly popular are “convolutional layers” that apply a local function, called a filter, to all subsets of the layer’s input, such as portions of an image. For example, in an object recognition task, the first layers represent basic features like lines, curves, and other visual primitives. Filters recognizing such visual primitives are learned by the model, not hard coded.

The higher layers encode for presence of more complex shapes, for example, a human face. Such deep models can learn a highly complex data abstraction that captures the intricate structure of very large datasets.

In computational biology, the field of protein structure prediction was one of the earliest to recognize the potential of neural networks, applying them since the 1980s. It was also one of the early adopters of deep learning. For example, a 50-layer deep learning model improved contact map predictions on the CASP8 dataset by 10%—a significant boost relative to previous advances (Di Lena et al., 2012). Deep learning received more widespread attention in computational biology after the 2012 MERCK Molecular Activity Challenge, when a deep model won the competition (Dahl et al., 2014). What is interesting is that the winning team had purely machine learning expertise and no domain knowledge. Deep learning has also been successful in medical imaging applications, such as segmenting brain images to help diagnose Alzheimer’s disease and determining correspondence between images (image registration).

Most recently, methods based on deep learning became the state-of-the-art in predicting various regulatory effects directly from DNA sequences. Xiong et al. (2015) predicted the effect of single
point mutations within introns or exons on RNA splicing (including variants far from splice site). Alipanahi et al., (2015) introduced DeepBind, a convolutional neural network predicting sequence specificities of DNA- and RNA-binding proteins. Similarly, DeepSEA used deep learning to infer regulatory sequence code from chromatin-profiling data (Zhou and Troyan-skaya, 2015).

Implementing a successful complex deep neural network model is a non-trivial task and has been essentially restricted to the deep learning experts or those that became such in the process. Fortunately, thanks to the modular structure of the networks and standard inference tools, several software frameworks that speed up the design and training of deep neural networks are now available.

TensorFlow is the newest addition to this toolbox. It provides several improvements, such as graphical visualization and improved compilation time. The deep learning frameworks most widely used today are Torch7, Theano, and Caffe, which is particularly suitable for convolutional neural networks (Table 1). Additionally, several start-up companies have also open sourced their deep learning tools—for example, neon (a Python-based framework by Nervana), Deeplearning4J (a Java tool by Skymind), and H2O-3 (a Java-based machine learning toolkit with interfaces to Python, R, Scala and others, developed by H2O).

TensorFlow, like Theano, uses a declarative programming paradigm. This allows researchers to focus on the symbolic definition of what needs to be computed rather than how exactly, and in what particular order, these computations are to be performed, which is the case in imperative programming. The computational model, a deep neural network, is then represented by a symbolic computational graph (Figure 1). This abstract representation of the model can be optimized for numerical stability and performance, and individual parts can be translated to be executed by a computer processor or graphics chip. Perhaps most importantly, the symbolic representation allows for automatic differentiation, which provides a convenient way to optimize many functions. These can be neural networks or other functions that are commonly used to mathematically represent different data-driven problems.

Processing the abstract representation of the model is handled automatically by the framework. This makes TensorFlow and Theano especially suitable for development of novel models that use gradient-based optimization. Deep neural network architectures, but also other kinds of models, fall into this category. The major drawback of Theano is the time it takes to compile the symbolic model. TensorFlow significantly improves upon this bottleneck. Another advantage of TensorFlow is that it comes with a supporting tool named TensorBoard for in-depth visualization of the model training progress. One can interactively investigate the structure of the computational graph, as well as how the parameters and model performance are changing over the training iterations (Abadi et al., 2015).
TensorBoard visualization provides a modular representation of a very complex model. This facilitates global representation of the model, debugging, and model checking to gain insight during development of the model (Figure 1).

At the time of writing, the open source version of TensorFlow can run only on a single machine. However, it supports parallelization over multiple processors (CPUs or GPUs) of the single machine. A version of TensorFlow capable of distributed computation on a cluster of machines is slated for release later in 2016. This is a standard progression of deep learning tools: the majority of the current frameworks do not support distributed computation out of the box either. After the initial release of TensorFlow in November 2015, multiple concerns, such as run time and extensive memory usage, were raised as possible causes of the underwhelming performance of TensorFlow compared to other state-of-the-art deep learning frameworks. Google has acknowledged these initial performance issues, and in a new version 0.6 released in December, many of these have been addressed. This fast turnaround indicates Google’s commitment to supporting and developing this open source project.

Is there anything to be gained from TensorFlow by the computational biology community? We believe there is. Streamlined graphics, faster compilation time, and Google’s claim that there is nothing preventing an implementation of a front end in the R programming framework if the community desires are all welcome additions to the suite of deep learning frameworks. On the downside, TensorFlow, like Theano, is still a low-level framework. In other words, users will have to know how to program and understand the necessary concepts of neural network model design and training. Here, high level wrappers of TensorFlow (Table 1), such as Keras or Pretty Tensor, help with these tasks by providing a simplified way to build neural networks from standard types of layers. Importantly, having the backing and commitment of Google, which is on the forefront of deep learning model development, provides hope that TensorFlow will facilitate a standardized and thus reproducible platform for developing deep learning approaches in computational biology.

There is a more important question that needs to be answered before any of these frameworks should be considered. When is deep learning applicable in computational and systems biology in general? One prerequisite for using current deep learning approaches is a dataset with many samples. Most cohort-based studies where the goal is, for example, to identify genes or methylation probes associated with a given disease have a small sample size and thus cannot be analyzed with this powerful technology.

The trick to using deep learning models is to think of clever ways to represent the data where each event, such as splicing, RNA-protein binding, or methylation, is a training sample in your data, thus creating a scenario where the number of samples far exceeds the number of variables. Once this crucial step is achieved, TensorFlow provides a powerful and flexible gateway to play with deep learning.
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Table 1. Comparison of TensorFlow with the Most Popular Open-Source Deep Learning Frameworks

<table>
<thead>
<tr>
<th>Framework</th>
<th>Core Programming Language</th>
<th>Interfaces from Other Languages</th>
<th>Programming Paradigm</th>
<th>Wrappers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caffe</td>
<td>C++/CUDA</td>
<td>Python, Matlab</td>
<td>Imperative</td>
<td></td>
</tr>
<tr>
<td>TensorFlow</td>
<td>C++/CUDA</td>
<td>Python</td>
<td>Declarative</td>
<td>Pretty Tensor, Keras</td>
</tr>
<tr>
<td>Theano</td>
<td>Python (compiled to C++)</td>
<td>–</td>
<td>Declarative</td>
<td>Keras, Lasagne, or Blocks</td>
</tr>
<tr>
<td>Torch</td>
<td>LuaJIT (with C/CUDA backend)</td>
<td></td>
<td>Imperative</td>
<td></td>
</tr>
</tbody>
</table>

*Abadi et al., 2014. Developed by the Vision and Learning Center at UC Berkeley.*

*Abadi et al., 2015. Developed by Google.*

*Bastien et al., 2012. Developed by Université de Montréal.*

*Collobert et al., 2011. Developed by Facebook, Google, Twitter, New York University, and others.*