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The SpectralNET software, including all binaries, source code, and images not belonging to other owners, are copyright (C) 2004 Joshua Forman and Harvard University.

The SpectralNET software is provided “as is” with no guarantee or warranty of any kind.  SpectralNET is freely redistributable in binary format for all non-commercial use.  Source code is available to non-commercial users by request of the author.  Any other use of the software requires special permission from the author.

Included documentation is minimal.  Please refer to SpectralNET – an application for spectral graph analysis and visualization for further information.
Installation
See the included file, “INSTALLATION.txt” for information on how to install and run SpectralNET.

	What is SpectralNET?

SpectralNET is a web-based application that calculates graph theoretic metrics of input networks. Input networks can be of chemical-assay interactions, of protein-protein interactions, or any other biologically-based graph. In fact, even though this tool was originally intended to be used solely with biochemical networks, it may be used to analyze the topology of just about any type of undirected graph. 

The main tools of analysis that this application provides are: 

· A global view of the graph drawn using the Fruchterman-Reingold algorithm. 

· Detailed information about each vertex, including its degree, cluster coefficient, min/max/average distance, and corresponding values in the first few eigenvectors. 

· Graphs of the degree distribution, degree vs. cluster coefficient, and degree vs. average path length for every graph. 

· For a selected connected component with sufficiently many vertices, a graph of its eigenvalues, first few eigenvectors, inverse participation ratio, and spectral density. Also for sufficiently large connected components, the main graph can be redrawn using Laplacian eigenvectors one and two as axes. This is a form of local linear embedding using the graph Laplacian, which is described in Laplacian Eigenmaps for Dimensionality Reduction and Data Representation, Belkin and Niyogi, 2002. 

· The ability to click graphs to see the vertex corresponding to the data point clicked, where this makes sense. 

Please note that this application is intended to be used as a tool for initial investigation. We recommend that significant results be verified using other means prior to publication, since bugs may be present that we are unaware of.  
	


Choosing your input type

1. Raw Data File Upload
There should be m + 1 rows (one for each data item plus a row of measure labels) and n + 1 columns (one for each measure plus a column of vertex labels).  Each data item is represented as a vertex in the resulting graph.  If correlate rows to each other based on column values is chosen, each pair of vertices is connected proportional to the correlation of their data vectors.  If connect nodes (one per row) to each other based on Euclidean distance is chosen, each pair of vertices is connected with edge weight of 1 (simple) or edge weight based on Euclidean distance: weight = e-distance^2/t (heat kernel). If vertices are too "clumped" in a corner of the Laplacian embedding, changing the parameter t may help if you are using the heat kernel method.
An example file is represented below (the horizontal tab in the first row is required):

	
	 
	Volume
	 
	Surface Area
	 
	Ovality

	2A13
	 
	0
	 
	.11
	 
	.93

	2A14
	 
	.38
	 
	0
	 
	.43

	2A15
	 
	.17
	 
	.65
	 
	0


If measures are correlated and/or redundant, principal component analysis (PCA) may first be performed on the data, which normalizes and de-correlates the data before calculating edge weights.

2. Adjacency Matrix Upload
There should be n + 1 rows and n + 1 columns (one for each item plus a column and row of labels).  Nodes will be connected to each other with edge weight e equal to the corresponding entry in the adjacency matrix.  Edge weights less than the input relevance threshold are removed.

An example file is represented below:

	
	 
	4506.2
	 
	4506.3
	 
	4507.1

	4506.2
	 
	0
	 
	.11
	 
	.93

	4506.3
	 
	.38
	 
	0
	 
	.43

	4507.1
	 
	.17
	 
	.65
	 
	0


3. Pajek File Upload

This is a network definition file created by the graph analysis program Pajek.
An example file is represented below (italics are comments and are not part of the file format):

*Vertices 3 (number of nodes) 
1 "Doc1"
2 "Doc2"
3 "Doc3"
*Edges 
1 3 4 (vertex_ID_1 vertex_ID_2 edge_weight) 
2 3 .5 

4. Node Node Weight File

This is a simple network definition file with one edge per line.  Vertices need not be listed separately and are inferred from edge labels.

An example file is represented below (italics are comments and are not part of the file format).  Note that node labels and edge weights are separated by a horizontal tab:
	NodeLabel1
	 
	NodeLabel2
	 
	Edge Weight

	2A14
	 
	2A15
	 
	2

	2A15
	 
	2A17
	 
	3.5


5. Erdos-Renyi Algorithm

P. Erdos and A. Renyi, On random graphs. I, Publ. Math. Debrecen 6 (1959), 290-291 

P. Erdos and A. Renyi, On the Evolution of Random Graphs, Mat. Kutato Int. Kozl 5 (1960), 17-60 

P. Erdos and A. Renyi, On the strength of connectedness of random graphs, Acta Math. Acad. Sci. Hungar. 12 (1961), 261-267 

The Erdos-Renyi random graph model is the algorithm first studied in random graph generation. It begins with a set number of vertices and randomly adds an edge between every pair of edges with probability p.

6. Barabasi-Albert Algorithm

Described in A.-L. Barabasi and R. Albert, Emergence of scaling in random networks. Science 286, 509–512 (1999). 

This algorithm describes an alternate model for generating random graphs. In contrast to the Erdos-Renyi model, the B-A model exhibits growth and preferential attachment, with the result that there is no characteristic degree, or scale in the resulting graph. Scale-free graphs, as they are now called, have been extensively studied since their discovery, and are much more similar to many real-world graphs than graphs generated with the E-R algorithm.

7. Rewiring Barabasi-Albert Algorithm

Described in Albert, R., and A.-L. Barabasi, 2000, Phys. Re. Lett. 85, 5234. 

This algorithm is very similar to the Barabasi-Albert algorithm, except at every time step there is a probability of rewiring m nodes or adding m new edges. This graph may generate networks that more accurately represent real-world graphs than the original Barabasi-Albert algorithm.

8. Hierarchical Model


	Described in A.-L. Barabasi, Z. Dezso, et al., 2003, Scale-free and hierarchical structures in complex networks. Modeling of Complex Systems, 661:1-16. 

This (non-random) algorithm produces a hierarchical graph with n tiers, and has many scale-free attributes. 

	  


9. Watts-Strogatz Algorithm

Described in D.J. Watts and S.H. Strogatz, 1998, Nature (London) 393, 440. 

This algorithm arranges a lattice of n vertices and connects each vertex to its k-nearest neighbors. With probability p, each edge is re-wired. Because this model is meant to simulate the dynamics of small interpersonal networks, it has come to be referred to as the small-world model.
Navigating the Display

1. Selecting a node

Nodes can be selected in several different ways.  The desired node can be selected from the “Current Vertex” list box (to select among all nodes in the graph) or the “Connected To” list box (to select only among nodes connected to the currently selected node).  Alternatively, the main graph display can be left-mouse clicked on a node to select it, provided that the “Select Node” radio button is selected (if “Zoom” is selected, clicking will zoom the image instead of selecting a node).  The final method for selecting a node is to select its corresponding data point in one of the graphs of plotted data.  For example, in the graph of degree vs. cluster coefficient, any plotted point may be clicked to select the node with corresponding degree and cluster coefficient.

2. Zooming the display

To zoom the main graph display, select the “Zoom” radio button, choose the desired level of magnification, and click on the image.  The image will zoom and re-center to the point of the mouse-click.  Note that selecting a zoom factor of one will cause the main graph display to shift without zooming, and that selecting a fractional zoom factor will cause the main graph display to zoom out.

To reset the main graph display to its original view, click the “Reset Display” button.
