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ABSTRACT

The ability to identify active compounds (“hits”) from large chemical libraries accurately and rapidly has been the
ultimate goal in developing high-throughput screening (HTS) assays. The ability to identify hits from a particular
HTS assay depends largely on the suitability or quality of the assay used in the screening. The criteria or parame-
ters for evaluating the “suitability” of an HTS assay for hit identification are not well defined and hence it still re-
mains difficult to compare the quality of assays directly. In this report, a screening window coefficient, called “Z-
factor,” is defined. This coefficient is reflective of both the assay signal dynamic range and the data variation
associated with the signal measurements, and therefore is suitable for assay quality assessment. The Z-factor is a
dimensionless, simple statistical characteristic for each HTS assay. The Z-factor provides a useful tool for com-
parison and evaluation of the quality of assays, and can be utilized in assay optimization and validation.

INTRODUCTION methodology and the perturbation introduced by instrumental
and human-associated random error, all of the measurements
RECENT ADVANCES IN DRUG TARGET IDENTIFICATION'~® and  from an assay contain a degree of variability, yet hits need to
chemical compound library constructionS necessitate cor-  be identified in the presence of and despite such signal mea-
responding advances in HTS.67 Most assays routinely used in  surement variation. Intuitively, the lower the measurement vari-
basic biochemical and cell biology research are not suitable for ation, the higher the confidence that an identified hit is “real”,
industrial-scale screening. This situation has lead to the devel- i.e., that it will reconfirm upon retesting. Therefore, in the de-
opment of a specialized discipline devoted to the design of as-  sign and validation of HTS assays, an assessment of the screen-
says that are optimized for speed, efficiency, signal detection, ing data variability, by measures such as the standard deviation
and low reagent consumption. Assays for HTS not only require  (SD) or coefficient of variation (CV), is critical in determining
small sample volume, high throughput, and robustness, butalso  whether an assay can identify hits with confidence.
require adequate sensitivity, reproducibility, and accuracy in There is still not a generally accepted and systematic method
order to discriminate among a very large number of compounds  that can be used to indicate or evaluate the “quality” of a HTS
that span the entire range of activity. By using the current stan-  assay. A “high-quality” HTS assay must be able to identify,
dard HTS methods, the majority of screening assays can be per-  with a high degree of confidence, those few compounds that
formed in reasonably high throughput via the use of automated ~ display significant biological activity. However, due to the lack
liquid handling and signal detection systems. of a systematic evaluation method, one frequently encounters
In most HTS programs, each compound is tested only in sin- “loosely” or even improperly used statistical terms in evalua-
glet (or in duplicate). A high degree of accuracy and sensitiv- tion of HTS assays. HTS assays have both common and spe-
ity in the assay is therefore critical for identifying active com- cial features when compared to other statistical events. Re-
bounds (called “hits”). Due to the nature of each assay cently, Sittampalam et al.® have reported the use of a “signal
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window” to evaluate the performance of HTS assays. The sig-
nal window concept, as described, is constructive and useful
but still Jacks uniformity and simplicity in analysis of the rel-
evant parameters. This article introduces a much simpler sta-
tistical parameter to determine the suitability of an assay for
HTS and demonstrates how to put it to practical use.

SCREENING ASSAY QUALITY vs. SIGNAL-TO-
NOISE OR SIGNAL-TO-BACKGROUND RATIO

In a typical HTS assay, large numbers of compounds (usu-
ally in the range of 50,000 to 500,000 compounds) are tested.
Hits are identified as the active compounds that either activate
or inhibit the assay signal above a defined threshold value from
the sample mean signal.

There are two expressions that have been used loosely to in-
dicate the quality of an assay: signal-to-noise ratio (S/N) and
signal-to-background ratio (S/B). Rigorously speaking, the S/N
ratio is classically defined (from its original use in assessing
radio signals) as:

g/N = _mean signal-mean background )
standard deviation of background

By this definition, the S/N ratio is only an indication of the de-
gree of confidence with which a signal can be regarded as real,
ie., different from the associated background noise. The S/N
ratio does not contain all the information needed in order to
evaluate the quality of a screening assay (vide infra). A second
expression is the signal-to-background ratio:

mean signal
SB = ——m—— 2
mean background @

This term is distinct from the S/N ratio with which it is often
loosely interchanged. Because the S/B ratio does not contain
any information regarding data variation, its inappropriateness
in evaluation of an assay should be obvious.

The inherent problem with using either the S/N ratio or the
S/B ratio is that neither of them takes into full account both
the variability in the sample and background measurements
and the signal dynamic range. Figure 1 illustrates a scenario
where both S/N and S/B ratios fail to reflect the assay qual-
ity. Figure 1A displays an assay where the mean signal is 50
and the mean background is 10. Figure 1B displays an assay
where the mean signal is 100 and the mean background is 10.
In both cases the SD of the background is 3.3. In the case of
Figure 1A, the S/N ratio is 12 and S/B ratio is 5, and in Fig-
ure 1B, the S/N ratio is 27 and the S/B ratio is 10. Compari-
son of the S/N or S/B ratios suggests that the assay as per-
formed in Figure 1B has larger S/N and S/B ratios (the S/N
ratio is 2.3-fold better and the S/B is 2-fold better than in Fig-
ure 1A). Empirically, however, it is obvious that the assay as
run in Figure 1A would be more suitable for screening be-
cause the data varies less. It is also noteworthy that in Figure
1B, the absolute sample signal is twice as large as in Figure
1A, yet the assay as configured in Figure 1A is much more
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FIG. 1. Typical assay data from a single screen run in two dif-
ferent formats, A and B. The solid horizontal lines show the means
of the sample and control (background) data in the two formats.
Broken lines display 3 standard deviations (SD) from the mean of
each data set. This data illustrates how the S/N or S/B ratios may
be misleading in choosing the best format for the screen. The sam-
ple data in A has a mean of 50 with a 3 SD of 10, and in B tl?e
sample data has a mean of 100 with a 3 SD of 70. The control in
both data sets has a mean of 10 with a 3 SD of 10. The S/N ratios
are 12 and 27 and the S/B ratios are 5 and 10 for A and B re-
spectively. By either S/N or S/B ratio, it would appear that the
screen format that generated the data in B would be preferable for
the screen. This error is due to the fact that neither the S/N nor the
S/B ratio takes into account the variability in the sample data
(which in many cases is different from that of the backgrou_nd)-
Empirically, and by calculation using the Z-factor, it is obvious
that the screen format that generated the data in A is preferable for
the screen.

suitable for HTS. Therefore, although for some assay systems.
under certain favorable conditions, the S/N or S/B ratio may
be coincidentally in agreement with the HTS assay quality,
neither expression alone actually reflects the assay quality.
Clearly, a more convenient and systematic metric to assess
and compare assay suitability is necessary, and this metric £
should incorporate the standard deviations (or CVs) of both -
the unknown samples and reference controls. !
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A STATISTICAL PARAMETER FOR EVALUATION OF HTS ASSAYS 69

SCREENING ASSAY QUALITY AND
REPRODUCIBILITY OF HIT IDENTIFICATION

Rigorously, HTS assays should be analyzed using statistics
that attempt to model the distribution of variables (biological
responses) for a population of members (compounds). The dis-
tribution of a particular variable of a population may deviate
significantly in modality, skewness, kurtosis, etc., from an ideal
normal distribution. However, for large unbiased chemical li-
braries, the vast majority of the compounds have little or no bi-
ological activity. Therefore, error analysis by statistical mod-
els will apply, and an activity histogram of a typical HTS assay
approximates a normal distribution model. The hit threshold or
hit limit, is usually expressed as SD’s away from the mean of
the library sample signals. It is usually set at 3 SDs with a
99.73% confidence limit to the sample data. In practice, how-
ever, the “hit limit” is often set empirically so that the number
of hits from the library can be handled reasonably well in sec-
ondary assays.

The hit limit not only affects the number of declared hits
from a given screen, but also affects the number of false-pos-
itives and false-negatives. It is obvious that moving the hit limit
farther from the sample mean lowers the false-positive rate for

l— Hit Limit
=X v +X

FIG. 2. A normal distribution of test samples (A) with a chosen
“hit limit” (solid vertical line) and sample points (broken lines)
taken at X on cither side of the hit limit. Compounds with activ-
ity the same as the hit limit (B) will have an approximately 50%
chance of being declared a hit (shaded area in B). Compounds with
activities at (hit limit + X) or (hit limit — X) will have a much
higher or lower probability of being declared a hit (C and D), re-
spectively.

all the compounds with no activity and increases the false-neg-
ative rate for compounds with higher activities. However, due
to the variation associated with each measurement, compounds
with activity close to the hit limit always have some probabil-
ity of crossing over the hit limit on remeasurement. Conceiv-
ably, compounds with an activity near the hit limit only have
a certain probability of being declared a hit, as illustrated in
Figure 2. Assuming the data variation for each compound also
approximates the normal distribution profile, the probability of
a compound being declared a hit and the probability of getting
false-positive and false-negative hits can be assessed, as shown
in Figure 3. For example, at the hit limit, approximately half
(50%) of the compounds would be found with activities below
the hit limit on retesting; at 3 SD further outside of the hit limit,
a compound has approximately a 99.85% chance of being con-
firmed with an activity greater than the hit limit upon retest-
ing. The number of false-positive and false-negative hits can
only be minimized by reducing the data variability. This can
be achieved either by assaying each data point multiple times,
thus increasing the confidence of each data point, or by im-
proving the assay quality. Thus, it can be concluded that, from
a statistical point of view, the confirmation rate of the primary
hits is affected by (1) the HTS assay quality, (2) the “hit limit”
selection, and (3) the primary hit profile.

A STATISTICAL PARAMETER FOR HTS

In validating a typical HTS assay, unknown samples are as-
sayed along with reference controls. The sample signal refers
to the measured signal for a given test compound. The nega-
tive control (usually referred to as the background) refers to the
set of individual assays from control wells that give the mini-
mum signal. The positive control refers to the set of individual
assays from control wells that give the maximum signal. In val-
idating an assay, it is critical to run several assay plates con-
taining both positive and negative controls in order to assess
the reproduciblity and signal variation at the two extremes of
the activity range. The positive and negative control data can
then be used to calculate their respective means and SDs. The
difference between the mean of the positive controls and the
mean of the negative controls defines the dynamic range of the
assay signal. The variation in signal measurement for samples,
positive controls, and negative controls (i.e., SDs) may be dif-
ferent. The mean and SD of all the test sample signals are
largely governed by the assay method and also by the intrinsic
properties of the compound library. Because the vast majority
of compounds from an unbiased library have very low or no
biological activity, the mean and SD of all the sample signals
should be close to those of the positive controls for inhibi-
tion/antagonist type assays and near those of the negative con-
trols for activation/agonist type assays.

To define a screening window coefficient for HTS assays,
Ms, Mo—s and e are denoted for the means of the library sam-
ple signal, negative control signal and positive control signal,
respectively. The SDs of the signals are denoted as o5, Oc—,
and o, respectively. As discussed above, the difference of the
means, (Ue+ — Mc-), defines the assay dynamic range. Similar
to the earlier described “noise band” definition,? the data vari-
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FIG. 3. The probability of correctly declaring a hit near the set “hit limit” of an HTS assay. In this diagram, t_hg sample mean of the
screened library lies somewhere to the left of the hit limit line (refer to Fig. 2). The horizontal axis diSplay§ activity away from the hit
limit (h) in standard deviation (SD) units. The solid line (—) indicates the probability of a compound iden.nﬁed from the mmal_screen
with activity greater than “h” being confirmed active on retest. The dashed line (----) indicates the probability of a compound being de-
clared as having an activity above “h” in the primary assay when its “true” activity would be below “h” (false-po_sn.l\./e), i.e., not con-
firmed on retest. The dotted line () indicates the probability of a compound with an activity less than “h” in the initial screen having

a “true” activity greater than “h” (false-negative). (Note that bias is
are never rechecked because they are not scored.) Descriptive examp
assay would have a 99.85% chance of having an activity greater tha

built in because the compounds initially found below the hit limit

les follow. A compound with an activity at “h + 3” in the primary |

n “h.” A compound with an initial activity at “h” would have only |

a 50% chance of having an activity greater than “h” on retest. A compound with initial activity of “h — 1" would have a 16% chance

of having an activity greater than “h.”

ation band (Fig. 4) for a given signal is defined as the mean +
38Ds, or u * 30 (ie., 99.73% confidence limit). Thus hits are
identified as those compounds whose signals are shifted away
(usually by a defined SD) from the mean of the general sam-
ple population. The separation band between the sample and
the control (Fig. 4), that is the useful window for identifying
hits, is defined as |1, — Be| = (o + 30y), where s — puo| de-
fines the usable dynamic range for the screen, and is the ab-

solute value of the difference of the two signal means. This ex-
pression for the separation band is suitable for either the acti-
vation type assay (where u, > Ms) or the inhibition type assay
(Where u. < ). Obviously, for the separation band, Me i}ﬂd
0c need to be replaced by u.. and o, for agonist/activation
type assays and by u.— and o, for antagonist/inhibition type
assays, respectively (Table 1). )
It has already been shown that a signal window, is essential

>
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F‘IG. 4._ [llustration € defined data variation band and separation band in an HTS assay. The letter denotation is the same as de
ribed in the text
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TaBLE 1. A SIMPLE CATEGORIZATION OF SCREENING AsSAY QUALITY BY THE VALUE OF THE Z-FACTOR

3SD of sample + 3SD of control

Z=1

Z-factor value Structure of assay

imean of sample — mean of control|

Related to screening

1 SD = 0 (no variation), or the dynamic range — ®

1>Z=05 Separation band is large

05>Z>0 Separation band is small

0 No separation band, the sample signal variation and
control signal variation bands touch

<0 No separation band, the sample signal variation and

An ideal assay

An excellent assay

A double assay

A "yes/mo" type assay

Screening essentially impossible

control signal variation bands overlap

*N0t§2 Ff:)r flg_opist/activation type assays the control data in the equation are substituted with the positive control (maximum activated signal) data; for
antagonist/inhibition type assays the control data in the equation are substituted with the negative control (minimum signal) data. (see also Eq. 2 and Fig. 4

in the text.)

fo.r hit identification in a HTS assay.® However, the use of the
“signal window” (defined as the separation band) to evaluate
assay quality lacks both clarity and uniformity. This is because
the signal window can be expressed either in the same units as
the directly measured signal or in the converted SD units of ei-
ther the samples (o) or the controls (o). The selection of a
proper SD unit for different types of assays (activation vs in-
h1b_1tion) in the signal window expression can be somewhat con-
fusing and subjective. Therefore, a simple and dimensionless
parameter is desirable for use in comparing and evaluating the
q}lality of HTS assays. As such, a screening window coeffi-
cient (denoted Z-factor) is now defined as the ratio of the sep-
aration band to the signal dynamic range of the assay:

7= I.us - /~Lc| = (o + 300) 3)
Il“'s - I»Lc|
Or upon rearrangement,
Z=1- (3o + 30v) @
|I~"s - ,U'cl

This coefficient takes into account the assay signal dynamic
range, the data variation associated with the sample measure-
ment and the data variation associated with the reference con-
trol measurement. The Z-factor thus defines a characteristic pa-
rameter of the capability of hit identification for each given
assay at the defined screening conditions (Table 1). It is there-
fore suitable to use the Z-factor for evaluating the quality (or
performance) of HTS assays. In equation 4, the ratio (3o +
o)/ | s — /.Lcl can be regarded as the data variation factor of
the screening assay. It is clear that this variation factor by it-
self also takes into consideration all of the information neces-
sary for HTS assay characterization.

The Z-factor is sensitive to the data variability as well as the
signal dynamic range. For example, as (305 + 30.) approaches
zero, i.e., very small standard deviations, or as |is — | ap-
proaches infinity, the Z-factor approaches unity (maximum
value of Z), and the HTS assay approaches an ideal assay. This
is in agreement with one’s intuition that a “good” assay has a
large dynamic range and/or small data variability. The Z-fac-
tor can be any value less than or equal to one (—® <Z = 1).

For any assay system, the Z value is only meaningful within
the range of —1 <Z = 1. This is because at Z = —1, it is al-
ready at the lower detection limit of the assay system (vide in-
fra). Because the Z-factor is a dimensionless quantity, it is suit-
able for comparison of assays, especially for an assay in
different formats. The larger the value of the Z-factor of an as-
say, the higher the data quality (or the “suitability”) of the as-
say for HTS (Fig. 1 and Table 1). Table 1 lists 2 simple com-
parison of screening assays by the value of their respective
Z-factor.

The Z-factor can be used to evaluate the quality or perfor-
mance of any given HTS assay. Similar to the Z-factor defined
in equation 4 above, a Z'-factor can be calculated using only

the control data:

(3oc+ + 30¢-)

(%)
[I-"c+ - I-Lc—|

Z'=1-

The Z'-factor is a characteristic parameter for the quality of
the assay itself, without intervention of test compounds. There-
fore, the Z'-factor is a statistical characteristic of any given as-
say, not limited to HTS assays. Because in every case Z<Z'
for all large data sets with properly selected positive and neg-
ative reference controls, the Z'-factor can be utilized for qual-
ity assessment in assay development and optimization. For ex-
ample, if the Z’ value is small (negative or close to zero), it
usually indicates that the assay conditions have not been opti-
mized or that the assay format is not feasible for generating
useful data as it is configured. A comparison of the Z’ and Z
values of the same assay under the same conditions reveals the
effect of the compound library on the assay. If the Z’ value is
large but the Z value is relatively small (where both Z' and Z
are >0), it may indicate that the compound library and/or the
compound concentration for screening need to be further ex-
amined or optimized. Therefore, the Z'-factor is appropriate for
evaluating overall assay quality, and the Z-factor reflects the
quality of a configured assay for a particular HTS.

The Z-factor (Eq. 4), as with other statistical parameters, re-
quires large data sets for improved accuracy. The reason lies
with the high sensitivity of the Z-factor to data variability ©’s).
Fluctuations in data variability will cause significant Z value
changes, especially if the assay has a relatively narrow dynamic
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range. This may explain why a large S/B ratio, although hav-
ing very little meaning in assay quality evaluation, has been
preferred in assay quality assessment in the past. The Z-factor
expression clearly demonstrates that as the assay dynamic range
shrinks, the Z-factor becomes more sensitive to changes in data
variability. However, when the data variability is under tight
control (low o°'s), an assay with even a narrow dynamic range
(thus a low S/B ratio) can still yield a large Z-factor and thus
can be a high-quality assay.

In some reported cases, a 50% inhibition (midrange) refer-
ence control has also been used in assay quality control. In the
Z-factor expression, the midpoint reference controls are not in-
cluded for several reasons. First, the midpoint reference con-
trols are not generally used throughout the industry. Not every
assay has been carried out with a midpoint control, and the ne-
cessity of such controls is still the subject of debate. Secondly,
the Z-factor is designed to be a simple and effective tool for
assessing the quality of an assay, based on a few basic para-
meters such as the SDs and the dynamic range of an assay.
Last, the Z-factor concept does not rule out but rather is com-
patible with such midpoint controls. It can be used to calculate
a “half-range” Z value of any assay if the midpoint control data
are substituted for the respective sample data.

Z-FACTOR IN HTS ASSAY OPTIMIZATION

As discussed, the Z-factor is an indicator of assay quality in
HTS. It is conceivable that any change in assay conditions that
affect the signal and signal variation will affect the Z value of
the assay. Therefore the Z-factor is not only sensitive to the as-
say procedure and the instrumentation used, but also to the com-
position of the compound library and the compound concen-
tration at which the screening is performed. Different libraries
and different compound concentrations will give different dis-
tribution profiles of the sample signals. Consequently, the s
and o5 values will change with these conditions, which causes
a subsequent change of the Z-factor. Thus, the Z-factor can also
be used as a tangible indicator in assay optimization. First, the
assay should be optimized (as Jjudged by the Z’-factor) for con-
ditions (reagents, procedure, kinetics, instrument, etc.) other
than those directly related to the test compounds. This ensures
that the assay format has already been properly implemented
and that the assay has sufficient dynamic range and acceptable
signal variability and will provide useful data. Then, the prop-
erties of the compound library used for the screen should be
considered. The suitable compound concentration for screen-
ing can be assessed by screening a representative subset of the
library at several different concentrations (validation screen-
ing). From validation screening, the mean of the library sam-
ple, p, standard deviation, o, and subsequently the Z value,
can be calculated at each compound concentration. In general,
for a large unbiased library, the compound concentration that
gives the largest Z value (at a desired hit rate) should be se-
lected for the screen. One caveat of using the Z-factor to guide
the optimization process is that it requires relatively large data
sets. In practice, after the assay method is determined, several
plates containing both positive and negative controls are as-
sayed on at least 3 separate days in order to assess the well-to-
well and day-to-day signal variation. A subset of plates (usu-
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ally 20-40 plates) of compounds are then chosen to Tepresen
the entire library and tested at the defined screening conditie;:z
The SDs (and CV%) and the assay dynamic range are then &z
termined and used to calculate the Z-factor. If the Z-factor &
sufficiently large (>0) at the defined conditions, then the &
say can be used in HTS. Several HTS assays performed r=-
cently in our group have Z values in the range of 0.2-0.6.

Itis important to note that the Z-factor as defined above (E:
4) is a plug-in formula useful for evaluating HTS assay qua-
ity. It has no preset requirement for setting the hit limit, ané
therefore, the hit limit is still a floating parameter of the scref."
However, the Z value of an HTS assay will provide a usefsl
guideline for where to set the most reasonable hit limit from
the quality of the assay.

Z-FACTOR vs. CONFIRMATION RATE
AND HIT QUALITY

A high-quality HTS assay should be able to identify hits with
a high degree of confidence. The hit quality in this contex!
refers to the confirmation rate from a primary screen. Because
the Z-factor is characteristic of HTS assay quality, it is also re- -
lated to the confirmation rate of the primary hits from t.he as-
say. However, the relationship between HTS assay quality (or
the Z-factor value) and the hit confirmation rate for the assay
is complicated by the compound library used in the screen. As
discussed earlier, the hit confirmation rate (i.e., the percentage
of confirmed positive hits out of the total hits collected frox§
the primary screen) is a function of the assay quality, the h.
limit selection, and the hit profile. The hit profile ffom apn-
mary screen is largely governed by the compound library and
compound concentration used in the screen. The difference in
hit profiling will affect the confirmation probability of each hi
(Fig. 3), and hence also affect the confirmation rate. T’t{erefore.
the Z-factor alone is only capable of predicting the relative con-
firmation rate when the same target is assayed by two or more
different formats with the same compound library at the same
compound concentration.

OTHER USES OF THE Z-FACTOR

The Z-factor concept can be utilized in areas other than as-
say development and HT'S assay validation. For comparison of
instrumentation quality, the two extreme reference controls
over the dynamic range of the measurement can be used to cal-
culate the Z'-factor, assuming that the data variation is ap-
proximately the interpolation of the two extreme contrf)ls.
When this is true, the aforementioned data variation factor_(l.e-,
3¢+ + 30c-V|pe+ — pe-| in Eq. 5) becomes a normalized, |
average data variability (with 99.73% confidence limit) of an
instrument. For example, if Instrument A yields SDs of 0.0
and 0.04 at the two measurement extremes with a dynamic
range of 0 to 10, then the Z’ value is 0.982. An improved ver
sion, Instrument B, yields SDs of 0.01 and 0.02 with the same 5\“‘
dynamic range of 0 to 10. Then its Z' value is 0.991. Const
quently the data quality of Instrument A and B can be m(prﬁsse_d
by their respective Z'-factor values. An alternative approach s

A
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to plot the Z values against each analyte concentration of a se-
rial dilution over the entire range. This Z-C plot can be directly
used for indicating and comparing the quality of a measuring
device.

Another interesting link between the Z-factor and instru-
mentation is with the determination of the lower limit of de-
tection (LLD), expressed as the mean of the background sig-
nal plus three SD of the background signal. When a measured
signal is slightly larger than but approaching the background
signal, i.e., us > uc and o = o, Eq. 4 yields: us = e + 30¢
at Z = —1. Therefore at Z = —1, the measured signal is equal
to the lower limit of detection of the instrument.

SUMMARY

As discussed, it is suitable to utilize the Z-factor defined in
this article in evaluation, comparison, and validation of any
bioassays in general and of HTS assays in particular. For a real-
world HTS assay, other aspects such as the reagent availabil-
ity, the time line for the screen, and cost also need to be con-
sidered in the HTS assay design. Nevertheless, the ability to
identify hits with high fidelity is the primary goal for HTS as-
say development. In summary, a screening window coefficient,
the Z-factor, has been introduced in this report as a simple and
tangible parameter to determine the suitability of an assay for
HTS. It is a dimensionless characteristic for each HTS assay.
In particular, the Z-factor can be utilized in HTS assay evalu-
ation and validation.
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